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1. Time Line for Statistical Studies 
 

Research Questions 

 
Literature Review 

 

Design Study 

Existing Data, Survey, Observational Study or Experiment 

Sample Size, Selection Procedure 

 
Write Proposal, IRB Submission 

 
Deal with Non-Response/Attrition 

 
Enter Data into Computer 

“Clean” and Organize the Data 

 
Data Analysis/Descriptive Statistics 

 
Statistical Inference 

Hypothesis Tests, Confidence Intervals 

 

Conclusions and Implications for Practice and for Further  

Research 
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2. Study Designs 

 

We design studies in order to answer research 

questions. 

 

1. What fraction of adults in Kentucky had flu shots last year? 

 

2. What knowledge do college students have about the effects of 

hard drugs? 

 

3. Should post-menopausal women take hormone replacement 

therapy? 

 

4. Do moderate amounts of beer reduce blood pressure? 

 

5. Does prolonged lactation have a protective effect against breast 

cancer? 

 

6. How effective is a flu vaccine at reducing the incidence of upper 

respiratory infections in healthy adults? 

 

7. What are the death rates from malignant melanoma for the 50 

states? 

 

8. How knowledgeable are Cambodian immigrants living in Lowell 

about the health resources in the area?  

 

9. Over the country, how does the average percentage of revenue 

spent on administrative costs at for-profit hospitals compare to 

the corresponding average percentage for not-for profit hospitals? 4



3. Some Preliminary Issues 

 

 Literature Review 

 

 

 Does the data we need to answer the research question 

already exist? 

 

 

 To the extent possible, we try to obtain data in a fashion 

designed to answer the research question. 

 

 

 What type of study is appropriate? 
 

 

1. Sample Survey  Primarily descriptive in nature 

 

 

2. Causal Studies  Attempts to determine causal  

                                    relationships 
 

 

Observational   Randomized  

Studies          Trials 5



Sample Surveys 
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4. Surveys 

 

Surveys are primarily concerned with estimating 

population parameters 
 

 

µ is the mean BMI for 

females, 16-18 in the 

population.  

 
p is the proportion of 

females, 16-18, in the 

population that smoke. 

 

 

   µ      p 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Sample of female teenagers, 16-18 

X  = 21.2 is the mean 

BMI for females, 16-18 

in the sample. 

 
p̂  = 0.09 is the 

proportion of females, 

16-18 , in the sample 

that smoke 
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Random or Probability Sampling  

 

With random sampling, and only with random sampling, we can 

actually assess how close our sample result is to what we would 

have obtained if we had been able to measure the entire 

population. The discrepancy between the result in the sample 

and the population value we call sampling error. 

 

Example    In Kentucky the Department of Health took a 

random sample of 860 adults and asked them a variety of 

questions relating to health, including whether or not they had 

had a flu shot last year. A total of 198 or 23.0% said yes. A 95% 

confidence interval for the percentage (100p) of all adults in 

Kentucky who had had a shot is   

 

23.0%      2.8%  

     

The 2.8% is called the margin of error and can be viewed as 

the magnitude of the sampling error in a well-designed sample. 
8



Here, p is the unknown proportion of all adults in 

Kentucky who had a flu shot last year 
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                   Inference 

                                                   

 Sample of 860 adults  

 198 had a flu shot, p̂  = 0.23 
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Sources of Non-Sampling Errors 

 

1. Convenience sampling 

Example  

In a recent study, researchers, with the help of translators, 

interviewed 60 female Cambodian immigrants in Lowell, 

Massachusetts. They were trying to discover the extent to 

which these women understood and dealt with stress. The 

researchers obtained their sample as follows: with the 

help of a Cambodian friend they were able to obtain 

interviews with 10 Cambodian women. Then, these ten 

referred them to other women who referred them to 

others, and so on. 

 

Example  

Ann Landers and self-selected samples 
10
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“Had I known how my children would turn out I would 

not have had them!” 

 

All 10,000,000 Women with Grown Children 

          

 Disagree         

 9,500,000         

          Agree  
 

 

     Response      rate   =   0.26% 

 

                                                                  Response rate = 15% 

25,000          

          

75,000          

          
 

100,000 Responses from Self-Reported Survey 



2. Non-response 

Non-response occurs when a substantial fraction of the 

sample do not respond. This causes two problems; 

(a) Reduces the sample size    

(b) Non-respondent frequently have different views from 

the respondents 

Example 

At a small liberal arts college in the mid-west, the Dean of 

Students authorized a survey consisting of a random 

sample of 150 undergraduates. The survey, though 

anonymous, asked rather probing questions about drug 

use and knowledge. In fact, only about 30% of the 

surveys were returned. Even so, the Dean seemed relieved 

that the responses seemed to suggest that the use of drugs 

was not a serious problem on campus.  

 

3. Incorrect Frame 

It is very difficult to get a complete list of population.  

Polls based upon land-lines 
12



4.  Wording  

Example  

In a 2005 Pew Research survey, 51% of respondents said 

they favored ñmaking it legal for doctors to give terminally 

ill patients the means to end their lives,ò but only 44% said 

they favored ñmaking it legal for doctors to assist 

terminally il l patients in committing suicide.ò Although 

both versions of the question are asking about the same 

thing, the reaction of respondents was different.  * 

*Pew Research Center 

 

Example    

                                                                          Percent óyesô 

(a) Do you support the death penalty? 

Yes ___ No ___        65% 

 

(b) Do you support the death penalty? 

Yes ___ No ___          

Life sentence without  parole ___           42% 13
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Randomized Trials and Observational 

Studies 

15



5. Randomized Trials and Observational Studies 

 

 

1. Should post-menopausal women take hormone 

replacement therapy? 

 

2. What is the impact of premature birth on cognative 

development? 

 

3. Does prolonged lactation have a protective effect 

against breast cancer? 

 

4. How effective is a flu vaccine at reducing the 

incidence of upper respiratory infections in healthy 

adults? 

 

 

 

In each of these examples we are interested in 

determining whether changes in an explanatory variable, 

X causes changes in a response variable Y. 

 

 

We refer to the various values or categories of the 

explanatory variable as treatments. 
16



Randomized Experiment Example  

 

In a 1994 study in the Minneapolis-St. Paul area 

approximately 800 healthy, working adults were recruited 

to participate in an experiment designed to measure the 

impact of influenza vaccine on various health outcomes 

including the incidence of upper respiratory illnesses. The 

subjects were randomly assigned to receive either 

influenza vaccine or placebo injections. One year after the 

injections the following results were obtained. 

 

 

 Group Mean Number of Upper 

Respiratory Illness per subject 

    

 Placebo  1.40  

 Vaccine 1.05  

 

 

There is a clear association between type of injection and 

the incidence of upper respiratory illness. Can we 

conclude that the difference in the mean number of URIs 

is a reflection of the effectiveness of the vaccine?  
17



Observational Study Example  

 

In a longitudinal study of the impact of premature birth on 

school performance, approximately 350 premature infants 

were matched with 350 normal-birth children. They were 

matched with respect to gender, age of mother (in five 

year intervals), social class, and birth rank in family. The 

matching might have looked like this: 
 

         Premature Infants         Normal-birth Infants 
Match Gender Age  Soc. Cl. Rank Gender Age Soc. Cl. Rank 

1 Male 30-35 4 1 Male 30-35 4 1 

2 Female 20-25 2 2 Female 20-25 2 2 

3 Female 15-19 5 1 Female 15-19 5 1 

: : : : : : : : : 
: : : : : : : : : 
         
: : : : : : : : : 
350 Male 25-30 3 3 Male 25-30 3 3 

 

 

 

 Premature 

Infants 

Normal-birth 

Infants 

Mean scores on 

exam given to 

11-year-olds 

  

12.4 

 

14.2 

 

 

Can we conclude that premature infants do less well in 

school because they are premature? 
18



Two Major Goals of Human Subject Research 

 

1. Are the outcomes observed actually due to the 

explanatory variable (treatment, intervention, …)?  

 

This is the issue of Internal Validity 

 

 

 Vital in causal studies 

 

 

 Irrelevant in surveys 

 

 

 

2. To what extent can the observed outcomes be 

generalized to a broader group (population) 

 

This is the issue of External Validity 

 

 

 Desirable in causal studies but rarely a top priority 

 

 

 Vital in surveys 19



Internal validity is related to the extent to which a cause and 

effect relationship has been established. The concept is only 

appropriate when the goal of the study is to establish such a 

relationship. There is no numerical scale on which to measure 

internal validity. The more successful the researcher has been in 

eliminating explanations for the observed result other than the 

explanatory variable, the greater the internal validity.  

 

 

An important point! Internal validity is only relevant to the 

specific study. It deals with the question: In this study can we be 

sure that for these subjects the differences in the response 

variable were caused by the differences in the explanatory 

variable. 

 

 

Internal validity will be stronger in randomized experiments 

than in observational studies.  

 

 

In sample surveys, the issue of internal validity is irrelevant 

because we are not interested in establishing causal 

relationships.  20



By contrast, external validity is related to the extent to which 

we can legitimately generalize the results of the study. The 

classical model here is that you start with a well-defined 

population, select a random sample, do your analysis, and then 

generalize back to the population. This model is appropriate for 

well-designed surveys, but does not work well with 

observational studies or randomized experiments.  

 

 

Only very rarely are the subjects in an observational study or 

experiment really sampled from a larger group. Rather, 

researchers start with the sample (the subjects they have been 

able to assemble) and, based on the characteristics of the 

subjects attempt to define an appropriate population to 

generalize to.  

 

 

So, external validity is important in sample surveys where we 

have no interest in the respondents but are concerned with 

generalizing back to the population. But external validity is 

often an afterthought in observational studies and randomized 

experiments. 
21
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Principles of Experimental Design 

 

 

1. Comparison/Control Group 

 

 

2. Adequate Numbers/Group 

 

 

3. Comparability of Groups 

23



 

Principle 1. Comparison/Control Group 

 

Oddly, control groups were not always thought necessary 

 

 

Example 

 

South End CHC nutritional counseling  

 

 

Director approved random assignment 

 

 
 

Director replaced 

 

 
 

New director demanded that all women receive  

counseling 

 

 

 

Control?   Nearby health centers or historical controls 

   

 

 
 24



Even when the need for a control group is accepted, there 

is often controversy about the nature (and, sometimes the 

number of control groups) 

 

Should the control treatment be a placebo or the best 

available treatment? The latter is going to be more 

expensive (a larger sample size will be needed to detect a 

given effect) 

25
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Principle 2. Adequate Numbers/Group 

Patients react differently, even to the same treatment. We 

need a large number of patients in each group in order to 

decide whether differences in the responses between the 

groups is due to chance or to a significant treatment 

effect. 

If we could be sure that subjects, given a specific 

treatment, would all respond in exactly the same way (as 

in the example below), then we would need only ???? 

subject(s) per group? 

 

Treatment A 

21.6  21.6  21.6  21.6  21.6  21.6  21.6  21.6 

21.6  21.6  21.6  21.6  21.6  21.6  21.6  21.6 

21.6  21.6  21.6  21.6  21.6  21.6  21.6  21.6 

 

Treatment B 

 

24.7  24.7  24.7  24.7  24.7  24.7  24.7  24.7    

24.7  24.7  24.7  24.7  24.7  24.7  24.7  24.7    

24.7  24.7  24.7  24.7  24.7  24.7  24.7  24.7    



27

In real life the responses are much messier and more 

ambiguous. 

Treatment A 

 

27.9   17.1  19.1  18.4  22.7  21.3  21.8  31.6    

13.6   20.9  23.8  27.3  21.9  19.3  25.8  29.7   
15.5   13.8  29.6  15.0  22.7  14.8  14.7  20.7    

Mean = 21.6 

 

Treatment B 

 

26.8  23.9  25.4  36.4  20.4  23.1  16.5  21.8   

26.3  27.4  30.5  21.3  19.9  33.9  33.4  18.2 

34.1  18.8  21.1  12.1  23.9  21.1  21.1  31.3    

Mean = 24.7 

 

There is substantial variability in responses within each 

group. Can we be sure that the difference in the group 

means (24.7 – 21.6 = 3.1) is caused by chance or by the 

fact that treatment B really does have a substantially 

higher mean response than does treatment A? 



Principle 3. Comparability of Groups 

 

To the extent that the two groups differ at baseline, there 

is always the danger that such difference could be 

responsible, in part at least, for the differences between 

the groups in their responses.  

 

The 'ideal' experiment 

 

Give the total group of subjects treatment A and follow 

them until the outcomes have been observed. 

 

At the same time, in a parallel universe: 

 

give the total group of subjects treatment B and follow 

them until the outcomes have been observed. 

 

Any difference in outcomes must be an exact reflection of 

the treatment effect 
28



Paired and Crossover Designs 

 

In some studies where the treatments are relatively trivial 

with effects that are short-lived patients may act as their 

own controls, as in a “before-and-after” study. Typically, 

the patient is given one treatment and then after a 

“washout” period, the other treatment. 

 

Example  

 

Recently a study was undertaken to determine what 

effect, if any, aspirin has on blood-clotting time. Twelve 

adult females participated. The time (in seconds) that it 

took the blood from a pin-prick to clot was measured 

twice, once before and once four hours after each was 

given two aspirin tablets. Six of the women (randomly 

selected) received the aspirin before the first pin-prick and 

the other six received the aspirin after the first pin-prick.  

The results are given below. 29



Subject Before Aspirin (B) After Aspirin (A) A  -  B 

  1 12.0 12.3   0.3 

  2 12.3 12.9   0.6 

  3 13.1 14.2   1.1 

  4 11.0 11.0   0 

  5 11.3 11.6   0.3 

  6 11.2 10.9 - 0.3 

  7 11.4 11.6   0.2 

  8 13.0 12.9 - 0.1 

  9 11.3 11.8   0.5 

10 11.8 12.2   0.4 

11 12.0 12.0   0 

12 12.4 12.5   0.1 

 

           Mean Difference  =  0.25 sec. 

 

It is reasonable to view the mean difference, 0.25 seconds, 

as the causal impact of aspirin on blood-clotting time for 

these women. 
30



 

 

 

 

 

 

When subjects cannot act as their own control, the study 

is a randomized trial if subjects are randomly assigned 

to the various treatments and an observational study if 

the researchers simply observe which subjects have the 

various treatments. 

 

 

Randomized trials are regarded as the gold standard for 

establishing a cause-and-effect relationship between 

treatment and outcome/response in medical research.  
 

31



Properties of Randomization 

 

 Random assignment produces treatment groups that 

should be (approximately) similar with respect to all 

subject characteristics, known and unknown, before the 

treatments are applied. 

 

 

 Randomization provides a basis for statistical inference 

 

 

When applied rigorously, randomization equalizes the 

treatment groups with respect to subject characteristics. 

What randomization cannot equalize are (a) differential 

subject expectations and perceptions based upon their 

knowledge of the treatment they are receiving, and (b) 

subtle effects of researchers knowing which subject has 

received which treatment. 

 

So, beyond randomization you need to increase 

comparability by using double blind procedures and 

being attentive to the need to ensure that treatment groups 

are handled in precisely the same way except for the 

treatments being administered. 
32



Vaccine Experiment: Base-Line Characteristics of the 800 Subjects 

 

Characteristic Placebo Group Vaccine Group p-value 

------------------------------------------------------------------------------------------- 

Mean age (yr) 39.9 39.2 0.27 

Female sex (%) 66.4 60.2 0.07 

Education (%)   0.68 

   10-12 yr   5.2   5.0  

   HS graduate 15.5 14.9  

   College 40.7 44.8  

   Other 38.6 35.3  

Marital Status (%)   0.43 

   Married 63.7 66.7  

   Divorced 11.3   8.7  

   Single 21.5 22.2  

   Other   3.5   2.4  

Annual income (%)   0.34 

   < $20,000 16.4 17.2  

   $20,000 – $39,000 49.3 44.3  

   > $39,000 34.3 38.5  

Mean no. persons in 

household 

  3.0   2.9 0.48 

Child in day care (%) 18.5 19.7 0.73 

Child in school (%) 45.8 44.9 0.84 

Health status   0.70 

   Excellent 54.2 55.5  

   Good 44.1 43.4  

   Fair   1.7   1.2  

Cigarette-smoking (%)   0.47 

   Current smoker 13.4 13.1  

   Former smoker 32.3 28.7  

   Never smoked 54.2 58.2  

Household exposure to 

cigarette smoke (%) 

19.1 17.0 0.44 

Sick leave during previous 

6 mo (%) 

40.9 35.6 0.13 

Prior flu vaccine (%) 23.4 26.0 0.53 33



Results of the Vaccine Study 

 

 

 

Group Mean Number of Upper 

Respiratory Illness  

----------------------------------------------------- 

Placebo  1.40 

Vaccine 1.05 
--------------------------------------------------------------- 

Difference      0.35 

 

 

It is reasonable to view the difference in means (0.35) as 

the causal impact of the vaccine on the number of URI’s 

for these 800 subjects. 
34



Completely Randomized Design 

 

       800 subjects    

          

                    Random Assignment   

          

 Group 1 (400)   Group 2 (400)  

          

          

          

          

          

     Vaccine        Placebo  

          

          

          

          

          

  Compare incidents of URI for 

the two groups 
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Randomized Block Design 

         800 subjects    

          

          

          

    380 males     420 females  

          

 
      Random Assignment                         Random Assignment 

            

            

Group 1  Group 2   Group 1  Group 2 

            

            

            

            

            

Vaccine  Placebo   Vaccine  Placebo 

            

            

            

            

  Compare incidents of URI for the 

two groups 

  
36



The Women’s Health Study of Low-Dose Aspirin and 

Vitamin E in Apparently Healthy Women  

 

The study used a 2 by 2 Factorial Design. That is, there 

were two explanatory variables or factors: (i) The 

presence or absence of aspirin, and (ii) The presence or 

absence of vitamin E. 

 

“The purpose of this study is to evaluate the effects of 

vitamin E and low-dose aspirin in primary prevention of 

cardiovascular disease and cancer in apparently healthy 

women.” 

 

 

The study was able to look at the separate effect of 

Aspirin and of Vitamin E on cardiovascular outcomes. 

Additionally, they were able to look at the interaction of 

the two drugs on cardiovascular outcomes. 
37



     38,000 Healthy Women     

                 

         Random Assignment    

                 

                 

  Arm 1     Arm 2     Arm 3     Arm 4 

                 

                 

                 

                 

                 

100 mg 

Aspirin 

 

600 IU 

Vitamin 

E 

  Aspirin- 

Placebo 

 

600 IU 

Vitamin 

E 

  100 mg 

Aspirin 

 

Vitamin 

E 

Placebo 

  Aspirin- 

Placebo 

 

Vitamin 

E 

Placebo 

      

      

                 

                 

                 

                 

    Compare incidence of various 

cardiovascular diseases 
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Sources of Bias in Randomized Trials 
 

Even in randomized trials, researchers still must guard 

against some serious sources of bias. 
 

1. Attrition Bias 

 

Usually trials lose participants after randomization. This 

can cause bias, particularly if attrition differs between 

groups. If treatment has side effects this may make drop-

outs higher among the less well participants. This can 

make a treatment appear to be more effective than it is.  

 

 

The best way to deal with attrition is to minimize the 

problem in the first place. It is misleading to ignore those 

subjects that withdraw because frequently the reason for 

withdrawal is related to the treatments.  

 

(a) Last-observation carried forward 

 

(b) Impute the missing outcomes using (i) regression 

methods (ii) similar subjects 

 

(c) Assume the worst possible outcome 39



2. Non-Compliance Bias 

 

Subjects sometimes fail to comply with randomly assigned 

treatments. Bias occurs if those assigned to one arm fail to 

comply more frequently than those in another arm. The 

question of whether to include non-compliers in the analysis 

is tricky; compliers tend to have better outcomes than non-

compliers. One way to reduce non-compliance is to make the 

treatment regime as simple as possible. 

 

When the researcher is interested in isolating the biological 

effects of the experimental treatment, they should include 

only those who have complied with the randomly assigned 

treatment. 

 

More pragmatically, researchers are interested in exploring 

the effectiveness of the experimental treatment when used in 

the real world—where, for example, people sometimes fail to 

comply with a medical regime. A pragmatic hypothesis leads 

to what we call Intent-to-Treat Analyses (ITT). This 

approach argues that we use every subject who was 

randomized according to randomized treatment assignment; 

ignore non-compliance, subjects who have switched 

treatments, withdrawals, and anything that happens after 

randomization. “As randomized, so analyzed”.  
40



Observational Studies 

 

Randomized clinical trials are the gold standard in 

medical research but for a variety of reasons they are not 

always possible. 

 

1. They are expensive  

 

2. They are time-consuming 

 

3. They may be ethically impossible or questionable 

 

For one or more of these reasons we frequently must 

depend on observational studies. In such studies the 

researcher can only observe the treatment a subject has. 

 

 

We generally divide observational studies into 

prospective and retrospective studies 
41



Prospective Cohort Studies 

 

In prospective studies the researcher designs the study, 

recruits subjects and collects baseline data before any of 

the subjects have developed any of the responses of 

interest. The subjects are then followed into the future in 

order to record the outcomes/responses of interest. 

 

Generally, the researcher has a primary focus—for 

instance, to identify the risk factors for cancer or CHD. 

But, one of the great advantages of the prospective study 

(over a retrospective study) is that they can explore 

factors that they had not even considered when the study 

began. 

 

Since data analysis cannot take place until responses have 

occurred. such studies will be longitudinal and expensive.  

Examples of important prospective studies are (i) the 

Framingham Heart Study (ii) The Nurse’s Health Study, 

and (iii) The Black Women’s Health Study.  All are 

headquartered in the Boston area. 
42



Retrospective Studies 

 

As the name suggest, retrospective studies look back after 

both the explanatory variable(s) and the response 

variable(s) have been observed.  

 

(a) Retrospective Cohort Studies 

 

Some attempt to retrospectively reconstruct a prospective 

study; in essence, the investigators jump back in time to 

identify a useful cohort prior to exposure to the 

explanatory variable but 'at risk.' They then use whatever 

records are available to determine each subject's exposure 

status at the beginning of the observation period, and they 

then ascertain what subsequently happened to the subjects 

in the two (or more) exposure groups. Retrospective 

cohort studies are particularly useful for unusual 

outcomes 

43



Example Retrospective study of 400 male patients 

admitted to hospital with suspected myocardial infarction. 

The explanatory variable is whether they were treated 

with the standard therapy or with a new clot-busting drug 

The response variable is whether or not the patient died 

within 30 days of admittance.  
 

  Standard  New   All  

 -------------------------------------------------------------- 

 Yes    168    162    330    

Survive?      

 No      40 (19.2%)      30 (15.6%)      70      

 --------------------------------------------------------------- 

 All    208    192    400  

 

Odds of surviving with standard treatment  

 

=  168/40 = 4.2 

 

Odds of surviving with new treatment  

 

=  162/30  =  5.4 

 

Odds ratio  =  5.4/4.2  =  1.29 44



 (b) Case-Control Studies 

 

By far the most popular form of retrospective study is the 

case-control study. In this type of study the 

participants/subjects are selected on the basis of the 

persons outcome status—having the disease or incident of 

interest (bicycle accident, lung cancer, etc.)   

 

Controls are those that lack the outcome. Controls can be 

identified in a number of ways, including selecting them 

at random from the population or from within the same 

health-care delivery system or geographic area as the 

cases. The principle that guides the selection of controls is 

that they should be representative of the general 

population that generated the cases. At a minimum, this 

means the controls must have been eligible to have had 

the outcome of interest. 

 

Once the cases and the controls have been selected, the 

prior exposure status of each study participant is 

ascertained. We then check to see whether or not the 

exposure rates differ between the control and the case 

group. 45



Case-control studies are (relatively) cheap and can be 

completed (relatively) quickly. They are particularly well 

suited to the study of rare outcomes. Rare types of cancer, 

for example, may be difficult to pick up in a prospective 

cohort study, but a registry of patients who develop that 

cancer will be a suitable starting point for a case-control 

study.  

 

The three big disadvantages of the case-control study are:  

 

1. Finding an appropriate control group can be tricky; 

some studies use two distinct control groups 

 

2. Relying on people’s memory and old records that were 

never intended to be used for research makes it difficult 

to obtain reliable data; there is also the problem of 

differential recall—the cases are more likely to 

remember details of the past than the controls 

 

3. You will not be able to obtain data that was not 

recorded or recalled 46



Example  

 

In a famous study of the impact of keeping a bird on 

whether or not one got lung cancer, researchers in the 

Netherlands matched 49 people who had recently died 

from lung cancer with 100 control patients in the same 

hospitals who had died but not from cancer. The families 

were asked whether the deceased kept a bird. Of the 49 

people who died of lung cancer 33 or 67% kept a bird. Of 

the 100 control, 36, or 36% kept a bird. Here are these 

data arranged in the generic table described above. 

 
  Bird?   

 Yes  No All 

-------------------------------------------------------------------------- 

Lung 

Cancer 

   33         16     49 

     

Control    36       64   100 

--------------------------------------------------------------------------- 

All    69        80  n = 149 

 

In this case, the values 49 and 100 were fixed by the 

researcher and cannot be viewed as outcomes. Indeed the 

outcomes in this case are 69 “yes’s and the “80 “no”s.  47



 Confounding Variables 

 

In observational studies the researchers merely observe 

(and record) the treatment associated with each subject 

there is no way to guarantee the initial comparability of 

the treatment groups. Initial differences between the 

groups may distort the estimate of the causal effect of the 

explanatory variable on the response variable. The 

distortion will occur whenever two conditions are met: 

 

The treatment groups differ on a background variable  

 

The background variable itself influences the response 

variable 

 

 

Background variables which satisfy these conditions are 

called confounding variables.  
 

 

We usually think of confounding variables as ones that 

predate the treatment or ones that cannot be affected by 

the treatment. 
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Example  

 

What is the causal effect of Smoking on SBP among 

heart disease patients? 
                      

Variable  Smoke      Count    Mean  StDev   

------------------------------------------ 

SBP       NonSmoker     15   137. 7   11.2   

 

          Smoker        17   150. 5   14.5   

--------------------------------------------------------------------------- 

       Difference             12. 8 mm    
 

 

Is Age a confounding variable? 

 

1. Do the ‘treatment’ groups differ on the background 

variable (Age)? 

 
 

Variable  Smoke      Count    Mean  StDev   

------------------------------------------ 

Age       NonSmoker     15    51.5     7.2   

 

          Smoker        17    54.8     6.6   

--------------------------------------------------------------------------- 

       Difference              3. 3 yrs     49



2. Does the background variable (Age) itself influence the 

response? 

 

Yes! 
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Pearson correlation of Age and SBP = 0.775 

 

 

The regression equation is 

SBP = 59.1 + 1.60 Age 

 
 

For every additional year of age, predicted SBP increases 

by 1.6 mm 

 

Age is a confounding variable! It is plausible that some 

part of the 12.8 difference in SBP can be attributed to 

Age. 50



Tools for Eliminating the Effect of Confounding 

Variables 
 

1. Restrict the types of subjects 

 

2. Match the groups on as many variables as possible.  

 

Example In a longitudinal study of the impact of 

premature birth on school performance, approximately 

350 premature infants were matched with 350 normal-

birth children. They were matched with respect to gender, 

age of mother (in five year intervals), social class, and 

birth rank in family. 
 

 

         Premature Infants         Normal-birth Infants 

Match Gender Age  Soc. Cl. Rank Gender Age Soc. Cl. Rank 

1 Male 30-35 4 1 Male 30-35 4 1 

2 Female 20-25 2 2 Female 20-25 2 2 

3 Female 15-19 5 1 Female 15-19 5 1 

: : : : : : : : : 

: : : : : : : : : 

         

: : : : : : : : : 

350 Male 25-30 3 3 Male 25-30 3 3 

 

 

 Premature Infants Normal-birth Infants 

Mean scores on exam 

given to 11-year-old 

 12.4 14.2 
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3. Statistical Tools for Adjusting for Confounding 

Variables 

 

(a) Multiple linear regression models 

 

(b) Multiple logistic regression models 

  

(c) Direct and indirect standardizing  

 

(d) After-the-fact stratification 

 

(e) Using propensity scores 

 

 

(a)  

 
sbp   BMI    age  height Smoke?    

135  23.4 45 66  0 

122  26.4 41 68  0 

130  25.2 49 65  0 

148  30.5 52 67  0 

146  24.2 54 71  1 

129  22.7 47 69  1 

162  29.7 60 79  1 

160  29.3 48 71  1 

144  19.3 44 70  1 

180  37.5 64 68  1 

166  31.4 59 70  1 52



What is the causal effect of Smoking on SBP among 

heart disease patients? 
                      

Variable  Smoke      Count    Mean  StDev   

------------------------------------------ 

SBP       NonSmoker     15   137. 7   11.2   

 

          Smoker        17   150. 5   14.5   

--------------------------------------------------------------------------- 

       Difference             12. 8 mm    
 

 

The regression equation is 

SBP = 138 + 12.8  Smoke 

 

 

The predicted impact on SBP of being a smoker (1) rather 

than a non-smoker (0) is 12.8 mm.  

 

 

The regression equation is 

SBP = 62.4 + 1.46 Age + 7.88 Smoke 

 

 

After adjusting for age, the predicted impact on SBP of 

being a smoker (1) rather than a non-smoker (0) is 7.9 

mm. 53
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Establishing Causation 

 

The first randomized clinical trials (RCTs) on humans 

was in 1948 and ever since RCTs have been recognized as 

the definitive method for establishing a causal link 

between a presumed explanatory variable and a response 

variable.  

Observational studies were deemed imperfect tools for 

this task. They can establish association but not causation. 

 

The Surgeon-General’s Report on Smoking in 1964 

attempted to establish criteria for moving toward 

establishing causality from associations in observational 

studies. 

 

 The consistency of the association 

 The strength of the association 

 The specificity of the association 

 The temporal relationship of the association 

 The coherence of the association 
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The report, which for the first time, claimed to have 

established a causal link between smoking and some 

cancers, was criticized by tobacco companies and some 

prominent statisticians. 

 

In the past two decades there have been substantial 

advances in (i) how we think of the meaning and 

representation of causation, and (ii) ways in which we can 

plausibly progress from observational studies to 

causation. (Counterfactuals, Sensitivity analysis and 

“natural’ experiments, for example.) 

 

 

Rosenbaum, P.R., Observation & Experiment: An 

Introduction to Causal Inference. Cambridge, MA: 

Harvard University Press, 2017 

 

Pearl, J. & Mackenzie, D., The Book of Why: The New 

Science of Cause and Effect. New York, NY: Basic 

Books, 2018 



The Crisis of Reproducibility 
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Doing Reproducible Research 

 

 ñBob: 

This is really terrific! However, I must confess that I 

inadvertently sent you an incomplete dataset (n = 186). 

Iôm so sorry that you did all that work. I am attaching the 

new complete dataset (n = 215). Lynda. ò 

 

 ñBob: 

The results in Table 3 donôt seem to be consistent with 

those in Table 5. I know it has been awhile but could you 

check these tables. 

Thank you, Cheryl V.ò 

 

 

ñDo you happen to recall where we got these data from?ò 

 

 

ñHow the hell did I create that graphic?ò 

ñIôm sure that this is the script that I used; why is it 

giving me an error message now?ò 57



The quote below is from somebody else; it is one of my 

favorites: 

 

ñYour closest collaborator is you six months ago, but you 

donôt reply to emailsò 

Paul Wilson, UW-Madison 

 

The concerns suggested in the quotes above are all related 

to the problem of doing quantitative research that can be 

easily and accurately reproduced. 

  

Many journals now require (quite reasonably, I think) that 

authors have to accompany research involving 

quantitative analysis with complete data, analyses, and 

software/code. 

 

 

Reproducible vs. Replicable 

 

I define “replication” as independent people going out and 

collecting new data and “reproducibility” as independent 

people analyzing the same or similar data. 58



Traditional Workflow 
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A Better Model for Work Flow 
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RStudio makes it possible to organize workflow for 

reproducible research with RMarkdown! 

 

RMarkdown enables you to easily integrate R code, R 

output, R graphics, and text into one document that may 

be a Microsoft Word, pdf or an HTML page. 

 

 

 

http://rmarkdown.rstudio.com/ 
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Naming Files 
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Designing Studies 
 

 

 

Questions 
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1. On the twelfth anniversary of the (alleged) death of Elvis Presley, a 

Dallas record company sponsored a national call-in survey. Listeners of 

over 1000 radio stations were asked to call a 1-900 number (at a charge 

of $2.50) to voice an opinion concerning whether or not Elvis was really 

dead. It turned out that 56% of the tens of thousands of callers felt that 

Elvis was still alive.  

Do you think that 56% is an accurate reflection of the beliefs of all 

American adults on this issue? If not, identify some of the flaws in the 

sampling method. Do you think the 56% is higher or lower than the 

figure you would get if you would put this question to all adult 

Americans?  

 

2. Consider each of these situations. Do you think the proposed sampling 

method is appropriate? Explain.  

(a) We want to know the percentage of local doctors that accept 

Medicaid patients. We call the offices of 50 doctors randomly selected 

from local Yellow Page listings. 

(b) We want to know if students at our college are satisfied with the 

selection of food available on campus. We go to the largest cafeteria and 

interview every 10th person in line. 

 

3. A study in El Paso, Texas, looked at seat belt use by drivers. Drivers 

were observed at randomly chosen convenience stores. After they left 

their cars, they were invited to answer questions about seat belt use. In 

all, 75% said they always used seat belts, yet only 61.5% were wearing 

seat belts when they pulled into the store parking lots. Explain the reason 

for the bias observed in responses to the survey. Do you expect bias in 

the same direction in most surveys about seat belt use?  
64



4. A high school principal is convinced of the benefit to children of 

studying Latin. She selects a random sample of those seniors who have 

had at least a year of Latin and a random sample of those seniors who 

have not. The mean Verbal SAT for the Latin scholars is 634. The 

corresponding mean for the other group is 554. The principal points out 

that taking Latin produces an average 80-point increase in Verbal SAT 

scores.  

Why is the principal at fault in her reasoning?  

 

 

5. Two hundred (200) male students in an introductory statistics course 

agreed to participate in the following experiment. The students were 

randomly assigned to one of four 'beer' groups, A, B, C, and D, each 

containing 50 students. Each of the 200 students took a series of tests 

that measured their average reaction time to simulated automobile 

incidents. Those students in group A then drank six bottles of non-

alcoholic beer; those in group B were given two bottles of alcoholic beer 

and four bottles of non-alcoholic beer; those in group C, four bottles of 

alcoholic beer and two bottles of non-alcoholic beer; and those in group 

D, six bottles of alcoholic beer. (All the drinks were in identical bottles 

without labels.) Ten minutes after consuming the beers, all 200 students 

were given another series of tests to measure their reaction times. The 

results are summarized below.  
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Group 
Number of 

Students 

Number of Alcoholic 

Beverages 

Mean increase in 

reaction time 

    

A 50 0 -0.01 sec 

B 50 2 0.28 sec 

C 50 4 0.74 sec 

D 50 6 1.28 sec 

(a) In this randomized experiment, which is the control group?  

(b) What is the response variable? 

(c) What are the treatments in this experiment? How many levels are 

there?  

(d) What role did random assignment play in this experiment?  

(e) What conclusion seems appropriate in this experiment?  

 

6. In a test of roughly 200 men and women, those with moderately high 

blood pressure (averaging 164/89 mm Hg) did worse on tests of memory 

and reaction time than those with normal blood pressure. (Hypertension 

36 (2000): 1079). Identify: 

(a) Is this an observational study or an experiment? 

 

(b) If it was an observational study, was it retrospective or prospective? 

 

(c) Identify the subjects studied. 

 

(d) Describe the nature and scope of the conclusion the study can reach. 66



7. Many researchers have concluded that wine is good for your health, 

citing several studies showing higher levels of "good" cholesterol and 

fewer heart attacks among wine drinkers. A 2001 Danish study 

published in the Archives of Internal Medicine raised some questions 

about that conventional view. Researchers have followed a group of 

children born at a Copenhagen hospital between 1959 and 1961 for the 

past 40 years. These researchers now report that in this group the adults 

who drink wine are richer and better educated than those who do not. 

(a) What kind of study is this? 

(b) Is it generally true that people with high levels of education and high 

socioeconomic status are healthier than others? How does this call into 

question the health benefits of wine? 

(c) Do these studies prove that wine prevents heart attacks, that drinking 

wine makes you richer, that being rich helps prevent heart attacks, or 

none of the above? Explain. 

 

8. Medical studies indicate that smokers are less likely to develop 

Alzheimer's disease than people who never smoked.  

(a) Would those studies have been observational or experimental? 

Justify your answer. Do these studies prove that smoking may offer 

some protection against Alzheimer's? Explain your answer.  

(b) Offer a plausible alternative explanation for the association.  67



9. In the Physicians Health Study over 22,000 male physicians were 

randomly assigned to two groups. One group took an ordinary aspirin 

table every other day while the other group took a placebo. The study 

was double-blinded. After a number of years, the number of heart 

attacks was recorded for each of the subjects. For the aspirin group the 

number of attacks per 1,000 doctors was 9.42. The corresponding rate 

for the placebo group was 17.13.  

(a) Is this an experiment or an observational study? Explain your 

answer.  

 (b) What are the explanatory and the response variables in this 

example? Indicate whether each is qualitative or quantitative.  

(c) A critic of the study acknowledged that the aspirin group had a 

substantially lower heart attack rate than the placebo group, but 

suggested that the difference may be explained by the fact that the 

aspirin group may have been significantly healthier to begin with than 

the placebo group. Comment on this argument.  

 

 

10. In a famous case-control study of the impact of keeping a bird on 

whether or not one got lung cancer, researchers in the Netherlands 

matched 49 people who had recently died from lung cancer with 100 

control patients in the same hospitals who had died but not from cancer. 

The families were asked whether the deceased kept a bird. Of the 80 

people who did not keep a bird, 16, or 20% died from lung cancer. Of 

the 69 people who did keep a bird, 33, or 48% died from lung cancer. 

Here are these data arranged in the generic table described above. 
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  Bird?   

 Yes  No All 

---------------------------------------------------------------------------------- 

Lung 

Cancer 

   33         16     49 

     

Control    36       64   100 

---------------------------------------------------------------------------------- 

All    69        80  n = 149 

 

(a) What is the risk of lung cancer among those who kept a bird? What is 

the corresponding risk for those who did not keep a bird? Compute the 

relative risk (as a number greater than 1, please). 

 

(b) Obtain the corresponding odds ratio (again, as a number greater than 

one). 

 

(c) In this study the researchers fixed the number of ‘successes’ (lung 

cancer deaths) and ‘failures’ (deaths from other causes). What effect 

does this have on the relative risk and the odds ratio? To gauge the 

effect, compute the relative risk and the odds ratio for each of the 

following tables. In each case the mix of experimental and control 

patients has changed but the fraction keeping birds is the same as in the 

original.  69



(i)  Bird?   

 Yes  No All 

---------------------------------------------------------------------------------- 

Lung 

Cancer 

     33           16      49 

     

Control    360       640   1000 

---------------------------------------------------------------------------------- 

All    393        656   
 

 

 

 

 

(ii)  Bird?   

 Yes  No All 

---------------------------------------------------------------------------------- 

Lung 

Cancer 

   330         160     490 

     

Control      36         64     100 

---------------------------------------------------------------------------------- 

All    366        224   

 

 

(d) What do you conclude about the use of these two measures in the 

context of a case-control study? 70


